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(a) The growth of the matrix dimension
(|A|) with respect to Nmax
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(b) The growth of number of nonzero ma-
trix elements in Ĥ with respect to |A|

Figure 1: The characteristics of the CI projected Hamiltonian Ĥ for a variety of
nuclei.

by more than one single-particle state, and a two-body integral becomes zero when a
and b differ by more than two single-particle states, etc. This observation allows us
to determine many of the zero entries of Ĥ without evaluating the numerical integral
in (5).

Empirical evidence suggests that the probability of two randomly chosen but valid
many-body basis states sharing more than k−2 single-particle states is relatively low.
As a result, Ĥ is extremely sparse. Figure 1 shows both the growth of the matrix
dimension (|A|) with respect to Nmax and the growth of the number of nonzero
elements in Ĥ with respect to |A| for a variety of nuclei for both two-body and two-
plus three-body potentials. In practice, we observe that the number of non-zeros in Ĥ
is proportional to |A|3/2.

To compute the eigenvalues of Ĥ efficiently on a high performance parallel com-
puter, the following three issues must be addressed carefully:

1. The generation and distribution of the many-body basis states — This step
essentially determines how the matrix Hamiltonian Ĥ or ĤZ is partitioned and
distributed in subsequent calculations.

2. The construction of the sparse matrix Hamiltonian Ĥ — This step is performed
simultaneously on all processors. Each processor will construct its portion of Ĥ
defined by the many-body basis states assigned to it. Because the positions
of the nonzero elements of the Hamiltonian is not known a priori, the key to
achieving good performance during this step is to quickly identify the locations
of these elements without evaluating them numerically first.

3. The calculation of the eigenvalues and eigenvectors using the Lanczos itera-
tion — The major cost of the Lanczos iteration is the computation required to
perform sparse matrix-vector multiplications of the form y ← Ĥx, where x, y
are both vectors. Performing efficient orthogonalizations of the Lanczos basis
vectors is also an important issue to consider.

3 Parallel basis generation

Because the rows and columns of Ĥ are indexed by valid many-body basis states, the
first step of the nuclear CI calculation is to generate these states so that they can be
used to construct and manipulate matrix elements of Ĥ in subsequent calculations. It


